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SDSM – Statistical Downscaling 
Model
◦End of 2016:

◦11,252 Registered Users
◦100+ Countries



SDSM – Statistical Downscaling 
Model
◦Sponsors 

ØEnvironment Agency of England and Wales
ØCanadian Climate Impact Scenarios Group
ØEnvironment Canada
ØLoughborough University



Statistical downscaling
◦ A means of deriving local–scale 

surface weather from regional–scale 
atmospheric predictor variables
◦ Method to obtain local-scale weather 

and climate, particularly at the surface 
level, from regional-scale atmospheric 
variables that are provided by GCMs 
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Statistical downscaling
◦General Circulation models (GCM) are physical representations 

of key processes in the atmosphere, ocean and land.

◦GCMs are coarse in their resolution (~200km), so there is a 
limitation to the scale of useful information obtainable for small 
island states.(i.e. They are unable to resolve important sub grid 
features such as topography)

◦GCM’s therefore cannot be used for local impact studies.





Statistical downscaling
◦ To obtain high resolution  future climate information two 
main types of downscaling techniques are used.
◦ Statistical downscaling (Point Location)

◦ Dynamical downscaling (Region) using Regional Climate 
Models (10-50km)

◦ Statistical downscaling methods involve developing quantitative relationships between large-
scale atmospheric variables—the predictors—and local surface variables the predictands 
(Giorgi 1990; Kidson and Thompson 1998).



Statistical downscaling
◦ Statistical downscaling methodologies have several practical 

advantages over dynamical downscaling approaches. 

◦ In situations where low–cost, rapid assessments of localised 
climate change impacts are required, statistical downscaling 
(currently) represents the more promising option.





SDSM – Statistical DownScaling Model

◦SDSM uses a hybrid statistical downscaling approach 
which incorporates multiple linear regression and 
weather generator schemes to create the statistical 
models and produce the future daily time series for the 
climate variables of interest. (Stennett-Brown R. et al 
2017).



Getting started
◦Ensure model is installed and for ease a shortcut 
created on desktop.
◦Grid box is downloaded and extracted to suitable file 
location.
◦SDSM File format: 
üPredictand (i.e. station data for e.g. Tmax) should be single 

column daily data starting from 1961. 
üStart date is 1961. Use -999 for any missing data.
üensure predictand (station data) is .txt file. 



File format for predictand



Settings
Year Length: The default “Calendar (366)” allows 29 days in February every fourth 
year (i.e., leap years) and should be used with observed data.

Standard Start/End Date: 
Ø Enter Start date: 01/01/1961 and 
Ø End date: 31/12/2005. 
Ø These dates w ill appear throughout the operation of SDSM , but m ay be updated from  

any screen.

Allow Negative Values: The default allows simulation of negative values by 
unconditional processes in the downscaling model (e.g., for minimum 
temperature); deselection truncates values at zero (e.g., for sunshine hours). 
Conditional processes (e.g., rainfall amounts) are unaffected by this button.

Default File Directory: Allows the user to select a default directory that is accessed 
by all screens when first searching for files. Select the SDSM folder.





Advanced Settings

Model Transformation: The default (None) is used whenever the predictand is 
normally distributed (as is often the case for daily temperature). The alternatives 
(Fourth root, Natural log and Inverse Normal) are used whenever data are 
skewed (as in the case of daily precipitation).

Optimisation Algorithm: SDSM 4.2 provides two means of optimising the model –
Dual Simplex (as in earlier versions of SDSM) and Ordinary Least Squares. 
Although both approaches give comparable results, Ordinary Least Squares is 
much faster.



SDSM file names and recommended 
directory structure

Extension Explanation Directory

*.DAT Observed daily predictor and predictand files employed 
by the Calibrate and Weather Generator operations 
(input).

SDSM/Scenarios/Calibration

*.PAR Meta–data and model parameter file produced by the 
Calibrate operation (output) and used by the Weather 
Generator and Generate Scenario operations (input).

SDSM/Scenarios/Calibration

*.SIM Meta–data produced by the Weather Generator and 
Generate Scenario operations (output).

SDSM/Scenarios/Results

*.OUT Daily predictand variable file produced by the Weather 
Generator and Generate Scenario operations (output).

SDSM/Scenarios/Results



SDSM Version 4.2.9



SDSM Steps
◦ The SDSM software reduces the task of statistically downscaling daily weather series into 

seven discrete steps:

1. quality control and data transformation;
2. screening of predictor variables;
3. model calibration;

4. weather generation (using observed predictors);
5. statistical analyses;
6. graphing model output;

7. scenario generation (using climate model predictors).



*Wilby and Dawson 2013



Quality control and data 
transformation

Step 1.2: select 
predictand file 
for e.g. Tmax, 
Tmin.

Step 1.3: select 
check file

Step 1.1: click 
on the Quality 
Control button 



Quality control and data 
transformation



Quality control and data 
transformation

Step 1.4: click on 
the Transform Data
(if necessary)



Screening of predictor variables

Step 2.1: Click on 
the Screen Variables
button 



Screening of predictor variables
Step 2.2a:
• Click on the 

Select Predictand 
File button 

Step 2.2b:
• Click on the Select 

Predictor Variables

Step 2.2c:
• Enter start/end date
• Choose Annual 

under Select Analysis 
Period



Step 2.2d:
• Select unconditional 

(for temperature)

Step 2.2e:
• Amend the 

Significance Level as 
required

Step 2.2d:
• Select autoregressive 

term if needed.



Screening of predictor variables

Step 2.3:
• Click on the 

Analyse button 



Screening of predictor variables

The local knowledge base is invaluable when determining sensible combinations of predictors

The strongest correlation in each month is shown in red,
indicating that the relationship between maximum temperature
and p500 , p1__u and p1zh are most important. Blanks represent
insignificant relationships at the chosen Significance Level.



Screening of predictor variables

Step 2.4:
• Click on the 

Correlation 
button 



Screening of predictor variables: 
Correlation Matrix



Screening of predictor variables

Step 2.4:
• Select month with the 

highest correlation.
• Click on the Scatter 

button 



Screening of predictor variables: 
Scatter Plot



Model Calibration
Step 3.1:
• Select Calibrate 

model button

Step 3.2a:
• Click on the Select 

Predictand File 
button 

Step 3.2b:
• select the desired 

predictor variables



Model Calibration

Step 3.2c:
• Enter data period

Step 3.2d:
• click on the Output 

File button.

Step 3.2e:
• Select Monthly for 

Model Type



Model 
Calibration

◦ By using an 
appropriate quality 
control tool (see 
Figure) you may be 
able to have a 
good visualization 
of the data and 
hence will be 
guided best on how 
to split the data. 

◦



Model Calibration
Step 3.2f:
• Select unconditional 

for temperature.
• Select Autoregression

include if necessary.

Step 3.2g: Residual 
analysis. 

Step 3.2h: click on the 
Calibrate button. 



Calibration Results



Calibration Results

The Scatter diagram plots the residuals against the modelled predictor while the histogram shows the 
distribution of the residuals



Model Calibration
◦ During model calibration a *.PAR file is generated that stores various parameters relating to the structure 

of the model. It is useful in diagnosing the cause of any unexpected model results or behaviour. The 
information held in the par file is below:

◦ [1] The number of predictors
◦ [2] The season code (12 = months, 4 = seasons, 1 = annual model)
◦ [3] The year length indicator (366, 365, or 360)
◦ [4] Record start date
◦ [5] Record length (days)
◦ [6] Model fitting start date
◦ [7] Number of days used in the model fitting



Model Calibration
◦ [8] Whether the model is conditional (True) or unconditional (False)
◦ [9] Transformation (1 = none, 2 = fourth root, 3 = natural log, 4 = lognormal)
◦ [10] Ensemble size

◦ [11] Autoregression indicator (True or False)
◦ [12] Predictand file name

◦ [13-16] Predictor filenames (in this case four)
◦ [17-28] Model parameters; the first 5 columns in this example are the parameters 

(including the intercept), the last two columns are the SE and r-squared statistic.

◦ [30] The root directory of the predictand file



The *.PAR file produced by the 
Calibrate Model screen



Weather Generator

◦ The Weather Generator can also be 
used to reconstruct predictands or to 
infill missing data. 
◦ Follow the instruction in the manual.



An example of simulated file 
(.OUT file)



Weather Generator
◦ [1 ] the  num ber o f p red ic to r variab les; 

◦ [2 ] the  num ber o f regression  m odels used  (1= annual,   4= seasonal, 12= m onth ly); 

◦ [3 ] the  m axim um  num ber o f days in  a  year (here  a  ca lendar year is used , so  there  are  up  to  366  
days in  leap  years); 

◦ [4 ] the  start da te  o f the  da ta  used  fo r m odel ca lib ra tion ; 

◦ [5 ] the  num ber o f days sim ula ted ; 

◦ [6 ] w hether o r no t the  p red ic tand  is a  cond itional (#T R U E #) o r unconditional (#FA L SE #) 
variab le ; 

◦ [7 ] the  num ber o f ensem ble  m em bers; 

◦ [8 ] the  variance  in fla tion  param eter (see  A dvanced  Settings); 

◦ [9 ] the  transform ation  code  fo r cond itional variab les (1= none, 2= fourth  roo t, 3= natura l log , 
4= inverse  norm al); [10] the  b ias correc tion  param eter (see  A dvanced  settings);

◦ [11] the  p red ic tand  file  nam e; 

◦ [12  onw ard] the  p red ic to r file  nam e(s).

a) An example of the .SIM file which contains meta–data associated with the synthesis and b) Description of each line 
in SIM file.

a) b)



Statistical Analyses

Step 5.1:
Click the Summary 
Statistics button 

Step 5.2:
Select Modelled 
under Data Source



Statistical Analyses

Example output of Summary Statistics (Modelled results-left, Observed results-right) showing the mean and standard 
deviation (modelled) of diagnostics for a 20-member ensemble



Graphing Model Output

Step 6.1:
Click the Compare 
Results button.



Graphing Model Output
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Scenario generation

Step 7.1:
Select Scenario 
Generator.



Step 5.9:
Select 
appropriate 
statistics.



Results



Step 7.1:
Select Select
Frequency 
Analysis.



Result
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GRACIAS


